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Resource Allocation Based on Digital Twin-Enabled
Federated Learning Framework in Heterogeneous

Cellular Network
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Abstract—Federated learning (FL) allows user devices (UDs) to
upload local model parameters to participate in a global model
training, which protects UDs’ data privacy. Nevertheless, FL still
faces challenges such as core network congestion, UDs’ limited
resources and less efficient mapping between devices and cyber
systems. Therefore, in this article, we integrate the digital twin
(DT) and the mobile edge computing (MEC) technologies into a
hierarchical FL framework in the heterogeneous cellular network
scenario. When the UDs are not in the service range of the small
base stations (SBSs), the framework allows macro base stations
to assist UDs’ local computation, thus reducing the transmission
delay. It also protects the user privacy and allows more users
to join in the training in order to improve the FL accuracy. In
addition, we propose a deep reinforcement learning-based scheme
to solve the joint optimization problem of dynamic UDs-stations
association and resource allocation, thereby minimizing the energy
consumption within a limited time delay. Simulation results show
that our proposed scheme not only effectively reduces the task
transmission failure rate and energy consumption compared with
the baseline scheme, but also saves the communication cost through
the DT network.

Index Terms—Digital twin (DT), federated learning,
heterogeneous cellular network, mobile edge computing (MEC),
resource allocation.

I. INTRODUCTION

W ITH the rapid development of 5th generation (5G)
mobile communications and intelligent terminal equip-

ment, traditional cloud computing has been unable to meet
user’s requirements for ultra-high transmission rates and low
latency. In order to meet the user’s demand for low latency and
high speed, mobile edge computing (MEC) [1] has emerged,
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and the distributed advantages of MEC are beneficial to the
mobility of devices. In addition, the application of artificial
intelligence (AI) in 5G cellular is very promising due to the chal-
lenges such as network complexity, model deficit, and algorithm
deficit [2]. Especially in the two scenarios of enhanced mobile
broadband (eMBB) and ultra reliable low latency communi-
cation (URLLC) for 5G cellular networks, the two transmis-
sion technologies of orthogonal frequency-division multiplexing
(OFDM) and orthogonal frequency division multiple access
(OFDMA) are still applicable, which can reduce co-channel
interference.

In recent years, smart devices have become increasingly
prevalent and they are usually used as main computing resources.
Therefore, various types of devices inevitably lead to data het-
erogeneity. In addition, in order to protect data privacy, users
are reluctant to share a large amount of data, and traditional
centralized machine learning (ML) with a large amount of data
for model training becomes inappropriate. Thus, the emergence
of FL could mitigate some of the above challenges [3].

FL is a classic example of distributed learning. It only needs to
upload the local model parameters of the user devices (UDs), and
does not need to share the entire dataset with other users, thereby
protecting the privacy of user’s data from being leaked. However,
since long-distance communication between UDs and the cloud
server can cause longer delays and core network congestion
problems, most studies focus on reducing the communication
cost in FL [4], [5], [6], [7], [8], [9]. The authors in [4] proposed
structured and sketched updates to reduce the uplink communi-
cation cost and improve the communication efficiency between
the client and the cloud server. Wang et al. [5] proposed an
orthogonal approach, i.e., communication mitigation federated
learning (CMFL) algorithm, which reduces the communication
overhead by reducing irrelevant local updates uploaded to the
cloud. Sattler et al. [6] proposed a sparse ternary compression
method to reduce the massive communication overhead between
the client and the cloud. Moreover, since the existing FL is only
considered utilizing first-order gradient descent, the authors of
[7] also introduced a momentum FL, which used momentum
gradient descent in the local update of FL to accelerate the
convergence of FL. Furthermore, Chen et al. [8] proposed a
probabilistic user selection and resource allocation scheme to
minimize the learning cost of FL. Xu et al. [9] developed an
optimization method based on decay and consensus on the basis
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of the variation-aware periodic averaging method, which reduces
the communication overhead and improves the convergence
performance.

Due to the emergence of MEC, existing studies are car-
ried out based on the device-edge two-layer framework or
the device-edge-cloud three-layer framework to migrate tasks
from the core network to the edge network. Based on the
device-to-edge two-layer architecture, it can significantly re-
duce the communication delay and alleviate the core network
congestion problem by sinking the aggregation server to the
edge network. Dinh et al. [10] leveraged the Pareto efficiency
model to balance the training time and energy consumption
between clients and edge servers. Chen et al. [11] proposed a
large-scale matching algorithm with incomplete preference lists
to assign tasks to devices with higher willingness and reduce
task execution time. Ren et al. [12] proposed the problem of
CPU acceleration and jointly optimized batch size and commu-
nication resources, thereby reducing the communication time
delay between the client and the edge server. Feng et al. [13]
deployed the FL framework in the MEC system and optimized
the model compression, sample selection and user selection
strategies through a joint optimization algorithm. Besides, the
authors in [14] solved the time delay and energy consumption
during training by fine-grained offloading based on actor-critic
FL in a multi-MEC environment. The device-edge-cloud based
three-layer architecture that includes client, edge server, and
cloud. In this architecture, the model parameter aggregation
includes edge aggregation and cloud aggregation. Since lower
deployment cost and easier deployment of edge server than the
cloud servers, and the FL model of the three-layer architecture
can reduce the core network burden and communication time
delay, it can aggregate more user models to participant FL
training. For example, Wu et al. [15] proposed a three-layer
personalized FL framework that enables UDs not only to enjoy
the benefits from the global model, but also to create their
own personalized models to meet the needs of their resources
and applications. Zhu et al. [16] used federated reinforcement
learning (FRL) to make the agent and the server to jointly
make decisions without sharing each other’s model, which can
enhance the privacy of the three-layer model. Meanwhile, the
authors of [17] and [18] considered three-layer FL models for
dynamic edge association and resource allocation to minimize
time delay and energy consumption. Generally, the three-layer
model framework can not only reduce the core network con-
gestion problem, but also support more users to participate in
FL training.

However, with the communication delay and operation data
growing, it is difficult for the MEC server to collect and an-
alyze the operation data of the UDs for online optimization.
Therefore, Glaessgen et al. [19] proposed a digital twin (DT)
model that connects physical entities and network systems.
DT is the mapping between physical entities and their virtual
twins. The virtual model can obtain the state information of
physical entities by sensor data [20], and create virtual objects
in digital space by software definition network [21]. Physical
objects and virtual objects can real-time transmission, thereby
predicting, estimating and analyzing the dynamic changes of
physical entities to assist the network decision-making module

to make decisions. The concept of DT was first introduced in
2002 by Michael Grives in a presentation titled “The Conceptual
Ideal of PLM”. And NASA has put the concept of DT into
practical use for the first time. They had developed two identical
spacecraft in the Apollo program to simulate and reflect the
state of space in flight training. Subsequently, multiple DTs
collaborate to form a DT network, which is applied in scenarios
such as manufacturing, healthcare and intelligent transportation
system [22]. Although DT has some advantages, DT model-
ing that needs to synchronize a large amount of data encoun-
ters challenges because of the emphasis on data privacy and
security.

Given the advantages of DT and FL, the combination of
DT and FL brings light to the above challenges. DT does not
have to synchronize all the original data because of FL can
learn a model from user data to synchronize to DT, which
can not only reduce the communication burden but also reduce
the risk of data leakage. At the same time, DT can reduce
the influence of unreliable communication between the UDs
and the server, and directly analyze the DT network to obtain
the operating status information of the physical entities, and
then make optimization decisions by wireless transmission to
the network decision module, thereby assisting the FL model
train. For example, Sun et al. [23] considered the difference
between the true value and its numerical representation in the
DT mapping and explored the impact of this difference on the
unloading decision. Lu et al. integrated DT and FL into the
MEC network and proposed the digital twin edge networks
(DITENs), which can reduce the overhead of data transmission,
improve communication efficiency, and protect data privacy
[24]. Similarly, the authors of [25] applied DT and AI to the
vehicular edge network, and adopted a distributed multiagent
learning scheme for task offloading and resource allocation.

In view of the above observations, our motivation is to utilize
the DT network to assist in building a digital model, and to
utilize edge server to solve the straggler effect problem of
UDs in FL process, thereby reducing the system cost of the
UDs. We propose a communication efficient and DT-enabled
FL framework based on a heterogeneous cellular network. The
main contributions of this work are summarized as follows.
� Based on the heterogeneous cellular network, we adopt the

OFDMA to avoid the interference between UDs. In order
to reduce the transmission delay, improve the user quality
of service (QoS) and protect the user privacy, we develop
a framework that integrates the DT and MEC technologies
into a three-layer FL. The proposed framework allows more
users to participate in the FL process.

� We develop a communication-efficient FL process based
on dynamic UDs-stations association and user cross-cell
mobility, further reducing the UDs’ energy consumption
with limited power.

� We transform the resource allocation joint optimization
problem into a Markov decision process (MDP), and pro-
pose a deep reinforcement learning-based scheme to solve
the energy consumption minimization problem.

The rest of this paper is organized as follows. The system
model is presented in Section II. Section III introduces the
objective function and the solution to the joint optimization of
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Fig. 1. The system model of DT-enabled FL Framework.

resource allocation. Section IV discusses simulation results and
conclusion is given in Section V.

II. SYSTEM MODEL

As shown in Fig. 1, we consider a heterogeneous cellular
network with a DT system model. There are one macro base
station (MBS) with a server, S small base stations (SBSs) with
an aggregation server and K UDs, which can be denoted as
M, {B1, B2, B3, . . ., Bj , . . ., BS}, {U1, U2, U3, . . ., Uk. . ., UK},
respectively. Each base station is equipped with an edge server
that not only has a computing capability, but also has the ability
to aggregate parameters. Besides, each UD has computationally
intensive tasks and has some computing capability. During one
iteration of FL, all UDs first receive a global model from the
MBS server, and then dynamically select a model training
method according to its own state. Specifically, there are two
methods: if the UDs are in the service range of the SBSs, they first
perform local training, upload its trained model parameters to the
SBS server, and the SBSs server will aggregate the parameters
of all UDs and then upload to the MBS server; Otherwise, UDs
directly upload parameters to the MBS server. Since UDs upload
the model parameters to MBS, in order to avoid long time delays,
the MBS server can assist local training through the DT network
that deployed on the MBS. As mentioned above, the virtual ob-
ject of UDs DTk can be expressed as DTk = {Fωk

, Dk +Δζ},
where Fω is the model of UD k, and the Dk and Δζ are the size
of UDs task and the deviation between the actual value and DT
mapping value of the UDs, respectively. It is to be noted that
there is a deviation between the actual value and the mapped
value of UDs in the DT network.

A. Hierarchical Federated Learning Model

From the perspective of time delay and energy consumption,
the MBS assisted computing can alleviate the communication
burden, reduce the straggler effect, and improve the training
performance of the FL model. FL provides a learning model for

DT networks. At the same time, DT can reduce the impact of
unreliable communications between the UDs and the server, and
obtain the state information of physical entities by analyzing the
DT network, thereby assisting the MBS server make decisions.
The virtual object and physical entity cooperatively train the
shared model and can improve the reliability and security of the
system. These advantages motivate us to adopt a DT-enabled
hierarchical model. A FL iteration is divided into three parts,
which are local training of UDs, aggregation of the SBSs server,
and aggregation of the MBS server.

Let D = {xk, yk} denote the training dataset of UDs. Where
|D| represents the total number of training samples, xk is the
input sample and yk is the corresponding sample label. The
process of the FL training is as follows.

1) Local Training of UDs: In the n-th iteration, after receiv-
ing the initialized global model ω, each UD uses its own data
samples Dk to update the local parameter model ωn

k to find the
best parameters ω̃ to minimize the local model loss function
F(ωn

k ).

F(ωn
k ) =

1
|Dk| ∗

∑
xk,yk⊆Dk

f (ωn
k , xk, yk) (1)

And the remaining dataset samples are updated locally. We have

ωn
k = ωn−1

k − μn∇F
(
ωn−1
k

)
(2)

where μn is the gradient descent step size in the n-th iteration,
(xk, yk) is data samples of the UD k and f(·) quantifies the
difference between the estimated and the actual values.

2) Aggregation of SBSs Server: In the n-th iteration, the
edge server attached to the SBS Sj aggregates the local model
parameters uploaded within its own service scope to obtain a
partial global parameter model ωn

j .

ωn
j =

1
|Dsj |

∑
k∈sj
Dk · ωn

k (3)

where sj is the set of UDs that select SBS Sj .
3) Aggregation of MBS Server: In the n-th iteration, the

server deployed in the MBS aggregates the model parameters
generated by its computation and from the SBSs (ωn

j ) and some
local model parameters (ωn

k ) to obtain a new global model ωn.

ωn =
1
D

⎛
⎝∑

k∈sk
(1− vk)Dkω

n
k + vkDkω

n
m +

∑
k∈sj
Dkω

n
j

⎞
⎠

(4)
where |D| is the total dataset size of UDs, and sk is the set of
UDs that selects the MBS.

Remark 1 (The convergence performance of (4)) In our design,
the MBS server can assist in reducing the straggler effect and
enable more UDs to participate in the FL training. This is similar
to adding a new client with strong computing power to the
original FL (ignoring the data offloading), and its convergence
performance is equivalent to the centralized gradient descent
algorithm. In the global aggregation phase, after the parameters
are broadcast, we have ωn

k = ωn
j = ωn. Specifically, according
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to the linearity of the gradient operator and (4), we can obtain

ωn =
1
D

⎛
⎝∑

k∈sk
(1− vk)Dkω

n
k + vkDkω

n
m +

∑
k∈sj
Dkω

n
j

⎞
⎠

=
1
D
(∑

k∈sk
(1− vk)Dk

(
ωn−1
k − μn∇Fk(ω

n−1
k )

)

+ vkDk

(
ωn−1
m − μn∇Fj(ω

n−1
m )

)
+
∑
k∈sj
Dk

(
ωn−1
j − νn∇Fj

(
ωn−1
j

)))

=
1
D
(∑

k∈sk

(
(1− vk)Dkω

n−1 + vkDkω
n−1
)

+
∑
k∈sj
Dkω

n−1 − μn

(∑
k∈sk

(
(1− vk)Dk∇Fk

(
ωn−1

)

+ vkDk∇Fm(ωn−1)

)
+
∑
k∈sj
Dk∇Fj

(
ωn−1

)))

=

∑
k∈sk Dkω

n−1 +
∑

k∈sj Dkω
n−1

D
− μn

D
((∑

k∈sk

(
(1− vk)Dk∇Fk

(
ωn−1

))

+vkDk∇Fm(ωn−1)

)
+
∑
k∈sj
Dk∇Fj(ω

n−1)

)⎞⎠
= ωn−1 − νn∇F

(
ωn−1

)
(5)

B. Communication Model

In this paper, we consider an OFDMA for UDs to avoid co-
channel interference. Given the total bandwidth B, the channel
needs to transmit model parameters among UDs, SBSs and MBS
to achieve a system model convergence.

1) UDs-SBSs-MBS Communication Model: In this part, after
the UDs finish one round of local training and upload their local
model parameters to the SBSs server, the server will aggregate
the model parameters of all receiving UDs, and then the SBSs
server will transmit the partial global model to the MBS server.
It is to be noted that UDs transmit local model parameters to the
SBSs, they can receive the interference signal from the MBS or
the other SBSs, as shown in Fig. 2. Let the received signal to
interference plus noise ratio (SINR) represent the channel status
and is given by

SINRu,s
k =

puser · hu,s
k∑

s̄ pinh
u,s̄
k + ponh

u,m
k + ς2

, k ∈ sj (6)

and define ξk as the bandwidth allocation ratio for UD k. Thus
the corresponding transmission rate [21] is expressed as

ru,sk = ξkBlog2 (1 + SINRu,s
k ) , k ∈ sj (7)

Fig. 2. The user with interference signal.

where puser, pin and pon represent the transmit power of UDs,
the power of interference signal from other SBSs and the power
of interference signal from MBS, respectively. hu,s

k is the chan-
nel gain between UD k and its connected SBS,hu,s̄

k is the channel
gain between UD k and other SBSs, and hu,m

k is the channel gain
between UD k and MBS. ς2 represents the background noise
power.

Similarly, the transmission rate from SBSs to MBS is given
by

rs,mj = ξjBlog2

(
1 +

peh
s,m
j

ς2

)
(8)

where pe represents the transmit power of SBSs, hs,m
j is the

channel gain between SBS and MBS, and ξj =
∑

k∈sj ξk.
2) UDs-MBS Communication Model: When UDs are outside

the service scope of SBSs, they will upload the trained local
model parameters to the MBS for aggregation, and MBS server
with the DT network assists the UDs to train the local model.
The transmission rate from UDs to the MBS is expressed as

ru,mk = ξkBlog2

(
1 +

puserh
u,m
k

ς2

)
, k ∈ sk (9)

where hu,m
k represents the channel gain between the UDs and

the MBS.

C. Computation Model

In our system framework, the computation model including
UDs local computing delay and energy consumption, the MBS
server computing delay and energy consumption, UDs trans-
mission delay and energy consumption, and the MBS server
maintains DT system energy consumption. Since the MBS and
the SBSs servers have strong computing capability and transmis-
sion rate, we ignore the time delay and the energy consumption
when the model parameters aggregate and the UDs download
the global model.

1) UDs-SBSs-MBS Computation Model: For the UD k with
the task Dk in the service range of SBSs, we define the CPU
cycle frequency of UD k as fk. And let χk represent the number
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of CPU cycles that UD k needs to process one unit of data. Thus,
the local computation time delay of the UD k is

tus−cmp
k =

χk|Dk|
fk

, k ∈ sj (10)

and the corresponding energy consumption is given by

eus−cmp
k =

τ

2
χk|Dk|f 2

k , k ∈ sj (11)

where τ is effective capacitance coefficient, τ = 2 · 10−28[18].
In the transmission phase, the UD k transmits the local pa-

rameter model to SBSs server, and SBSs server transmits the
partial aggregated model parameters to the MBS server. The
two transmission time delay can be characterized by

tus−trankj =
|okj |
ru,sk

, k ∈ sj (12)

and

tsm−tranj =
|oj |
ru,sk

(13)

where |okj | is the size of transmitted model parameters from
UD k to SBS j, and |oj | represents the size of transmitted
model parameters from SBSs j to MBS server. Numerically,
|okj | is equal to |oj |, and the corresponding transmission energy
consumption can be expressed as

eus−trankj = puser · tus−cmp
k , k ∈ sj (14)

and

esm−tranj = pe · tsm−cmp
j (15)

We then derive the total time delay and the total energy
consumption in this transmission mode respectively as

Tus = max
{
max

{
tus−cmp
k + tus−trankj

}
+ tsm−tranj

}
,

k ∈ sj (16)

Eus =
∑
k∈sj

(
eus−cmp
k + eus−trankj + esm−tranj

)
(17)

2) UDs-MBS Computation Model: In this way, when the
UDs are not in the service of SBSs, besides UDs will train the
model locally, the MBS server can assist training the local model
through the DT network. Correspondingly, the computation time
delay and the energy consumption generated by UDs’ local
computation are given by

tum−cmp
k =

χkυk|Dk|
fk

, k ∈ sk (18)

eum−cmp
k = τχkυk|Dk|f 2

k , k ∈ sk (19)

where υk represents the proportion of local computing tasks.
We express the computation time delay and its computation

energy consumption trained by MBS server with the DT network
as well as the energy consumption of the MBS to maintain the
virtual object respectively as

tm−cmp
k =

χk(1− υk)|Dk +Δζ|
fm

, k ∈ sk (20)

em−cmp
k = pm · tm−cmp

k , k ∈ sk (21)

edtk = pm ·max
{
tum−cmp
k , tm−cmp

k

}
, k ∈ sk (22)

where pm and fm are the computing power and the computing
resource of MBS server, respectively.

Meanwhile, the UDs’ corresponding transmission time delay
and energy consumption in this way are expressed as

tum−trank =
υk|ok|
ru,mk

, k ∈ sk (23)

eum−trank = puser · tum−trank , k ∈ sk (24)

where |ok| is equal to the |okj |.
The total time delay and total energy consumption in this

transmission mode respectively are expressed as

Tum = max
{
max

{
tum−cmp
k , tm−cmp

k

}
+ tum−trank

}
,

k ∈ sk (25)

Eum =
∑
k∈sk

eum−cmp
k + em−cmp

k + edtk + eum−trank (26)

Overall, the total time delay and total energy consumption of
the system are given by

T = max{Tus, Tum} (27)

E = Eus + Eum (28)

III. PROBLEM FORMULATION AND THE SOLUTION

A. Problem Formulation

According to the aforementioned models, we now formu-
late an optimization problem to minimize the system energy
consumption in one global iteration of the FL process. The
minimization problem is formulated as

minξ1,ξ2,ξ3,...,ξk,fE

s.t.

C1 : 0 < T ≤ Tl

C2 : fmin
k ≤ fk ≤ fmax

k , k ∈ K

C3 : 0 < ξk < 1,
∑
k

ξk = 1, k ∈ K

C4 : 0 ≤ υk ≤ 1, k ∈ sk

C5 : tus−cmp
k , tum−cmp

k ≤ T cmp
max, k ∈ K

C6 : tus−trank , tum−trank ≤ T tran
max , k ∈ K (29)

where C1 defines the training time threshold to ensure the
comprehensive performance of the system model, C2 and C3
respectively represent the computation capacity constraints and
the uplink communication resource constraints, C4 means the
proportion of task data size that trains in UDs-MBS model, C5
represents the maximum local computation delay of UDs, and
C6 indicates the maximum transmission time delay constraints
to ensure the QoS of the communication between UDs and SBSs.
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Fig. 3. Framework of DDPG-based dynamic UDs-stations association and
resource allocation.

B. Problem Transformation and Solution

In different FL iterations, with the dynamic changes in the size
of the data collected by the UDs, available computing resources,
transmission channels state, and UDs-stations association, the
objective is to properly allocate resources to minimize the energy
consumption under limited time delay. The solution of the ob-
jective function is a stochastic optimization problem that needs
to determine the resource allocation at each time slot. Therefore,
traditional methods are difficult to deal with the constrained
dynamic optimization problem. The deep deterministic policy
gradient (DDPG) [27] algorithm has a low optimization com-
putational complexity and can be used to solve a mixed-integer
nonlinear programming problem. In this case, we utilize the
DDPG algorithm to solve the optimization problem of resource
allocation. The framework is shown in Fig. 3.

The Markov decision process (MDP) is the optimal decision
process of the stochastic dynamic system based on Markov
process theory. That is, according to each observed state, select
an action from the available action set to make a decision,
randomly select the next state, and obtain its state transition
probability. The decision-maker makes new decisions based
on the newly observed state. The mathematical description of
MDP is: {s, a, r, p}, where s represents the state of the agent,
a represents the action that the agent can take in each state, r
represents the obtained reward when entering the next state and
p is the state transition probability of the agent taking action a
in the current state s. We transform the problem of solving the
objective function into MDP problem, and its modeling process
is as follows.

1) State Modeling: We utilize DT network to build a digital
model. After collecting the network environment information,
the DT network updates the collected state information, such
as the association decision and channel status between UDs
and the server. Finally, the DT network transmits the collected
state information to the DDPG agent module. Therefore, at
each time slot t, the state space can be described as st =
{Dk, ck, h

u,s
k , hu,m

k , B, S}, where the Dk is the task data size
of UDs k, ck computing density, hu,s

k represents the channel
gain from UDs and SBSs, hu,m

k is the channel gain from UDs
and MBS, B is the total bandwidth and the S is the decision of
UDs-SBS association.

2) Action Modeling: The agent makes reasonable resource
allocation decisions based on the observed state, and the action
can be described as at = {ξ1, ξ2, . . . , ξk}.

3) Reward Modeling: Affected by action at to the environ-
ment, the environment will return the new state st+1 and the
reward rt at the next moment. When the constraint of the
transmission time delay is satisfied, we set the reward as the total
energy consumption of UDs. Otherwise, we add a reasonable
penalty so that the agent can choose right action. The rt is given
by

rt =

{
−∑K

k (ecmp
k + etrank ) , if ttrank ≤ T tran

max

−∑K
k (ecmp

k + etrank )− c. otherwise
(30)

where k ∈ K, c is a constant, ecmp
k is the computation of energy

consumption, etrank represents the transmission energy con-
sumption of UDs and ttrank ≤ T tran

max represents the transmission
delay ttrank of the model should not exceed the limit of the
maximum transmission delay T tran

max , respectively.
In this work, the action at of the agent is continuous and

at ∈ [0, 1], so we use the DDPG to solve the MDP problem.
In the proposed DDPG-based resource allocation algorithm, the
goal is to choose a resource allocation action with the optimal
policy o∗ to minimize the system total energy consumption.
Specifically, the algorithm can be described as follows. After
initializing the actor network π(s;φa) and the critic network
Q(s, a;φc), first of all, the agent selects action at = π(s;φa)+ϑt

according to the current policy π(s;φa) and the exploration
noiseϑt∼N(0, σ). Second, the agent performs resource alloca-
tion actionat and obtains the reward rt and new state st+1. Third,
the agent samples a mini-batch of L transitions (si, ai, ri, si+1)
from the replay buffer (st, at, rt, st+1), so the loss function
can be calculated as Lloss =

1
L

∑
i(yi −Q(si, ai;φc)

2, where
yi = ri + γQ′(si+1, π

′(si+1;φ
′
a);φ

′
c). Finally, the target actor

and critic networks are updated by φ′a: τφa + (1− τ)φ′a; φ′c:
τφc + (1− τ)φ′c, respectively. The pseudo-code for the algo-
rithm implementation is shown as Algorithm 1.

IV. SIMULATION RESULTS AND DISCUSSION

In our system model, we consider one MBS with an edge
server, and four SBSs with an aggregation server and ten UDs
with computation capabilities. The coverage radius of MBS and
SBSs are 250 m and 125 m, respectively. The task data size
trained by UDs is uniformly distributed within [40,80] Mbits.
The minimum and maximum UDs computing resources are set
as 0.8 and 1 GHz, and the computing density follows a uniform
distribution within [30, 100] cycles/bit. In addition, we set the
total system bandwidth for model uploading as B = 10 MHz
and the background noise power as 10−8W.

The simulation results are performed with Python 3.7, parl
1.3.1 and paddlepaddle 1.6.3. The algorithm parameters are as
follows: Actor-Critic network has two fully connected hidden
layers, each layer has 64 neurons, and the activation function
adopts ReLU function. And we set the input dimension of the
Actor network to 9×K. “9” denotes the sum of 4×K and 5×
K, where the 4×K denotes the channel gain with between UDs
and SBSs and 5×K represents other five state dimension. In
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Algorithm 1: DDPG-Based Resource Allocation Algorithm
in Dynamically DT-Enabled FL Framework.

Define the structure of the actor network π(s;φa) and
critic network Q(s, a;φc), and randomly initialize them
with weights φa and φc;
Initialize target actor network π′(s;φ′a): φ

′
a ← φa;

Initialize target critic network Q′(s, a;φ′c): φ
′
c ← φc;

Initialize replay buffer R and some network
hyperparameters.
for episode = 1,2,...E do

Initialize a random process ϑ for action exploration, and
obtain initial state s1 from DT network.
for step t = 1,2,...,T do

Select action at = π(s;φa)+ϑt, according to the
current policy π(s;φa) and exploration noise ϑt ∼
N(0, σ);
Execute resource allocation action at;
Obtain reward received rt and new state st+1 from DT
network;
Store transition (st, at, rt, st+1) that the agent
interacts with the environment in R;
Sample a mini-batch of L transitions (si, ai, ri, si+1)
from R;
Update critic network by minimizing the loss:

yi = ri + γQ′(si+1, π
′(si+1;φ

′
a);φ

′
c);

Lloss =
1
L

∑
i(yi −Q(si, ai;φc)

2;
Update the actor network policy using the sampled
gradient;
Update the target actor network and critic network:

φ′a ← τφa + (1− τ)φ′a;φ′c← τφc + (1− τ)φ′c.
end

end

TABLE I
SIMULATION PARAMETERS

addition, the output layer of the Actor network adopts a softmax
function, and the output layer of the Critic network is a linear
neuron. The values of the network hyperparameters and other
parameters are listed in Table I.

Additionally, to the best of our knowledge, there is no existing
work for the communication scenarios we consider. Therefore,
we cannot compare our results with other works. We illustrate

the effectiveness of our scheme by comparing with the following
four baseline schemes.

1) Baseline 1: In this scheme, we do not collect data by the DT
network, i.e., consider the time delay caused by unreliable
remote communications between the UDs and the server.
We utilize the same parameter settings and the DDPG
algorithm as the proposed scheme to solve the problem.

2) Baseline 2: In this scheme, there is a DT network for data
collection in the data collection stage, thus the unreliable
communication transmission between UDs and the server
is reduced. And the traditional random allocation scheme,
i.e., randomly divide the resource that need to be allocated,
is used in the optimization of resource allocation. The poor
channel condition between the UDs and the server may
affect the FL training process. Since this scheme cannot
reasonably allocate resources according to the channel
conditions, the effect of resource allocation is not obvious.
Other parameter settings are the same as the proposed
scheme.

3) Baseline 3: In this scheme, there is a DT network for data
collection at the data collection stage, thus the unreliable
communication transmission between UDs and the server
is reduced. In addition, the average resource allocation
scheme, i.e., evenly distribute the resource that need to
be allocated, is used in resource allocation. Since this
scheme cannot reasonably allocate resource according to
the channel conditions, the effect of this scheme is not
obvious. Other parameter settings are the same as the
proposed scheme.

4) Baseline 4: Inspired by [26], we use a multi-DQN network
to dynamically allocate resource discretely, i.e., continu-
ous action discretization, in this scheme. However, DQN
may lead the agent to skip better actions during explo-
ration, which can also explain why the DDPG algorithm
that favors continuous action is chosen to solve our prob-
lem. The simulation parameter settings are the same as the
proposed scheme.

For convenience of observation, the value of our objective
function represents the total energy consumption of UDs, and it
is approximately equal to the negative value of the cumulative
reward of the agent. Fig. 4 shows the relationship between the
total energy consumption of UDs and the training episodes
with different schemes. It can be seen from the figure that
the performance of the “Proposed scheme” is better than that
of the “Baseline 1”. This is because the DT network helps
collect digital information, which can reduce the time delay
of unreliable communications between the UDs and the server.
Moreover, we can also know the convergence effect of the model
from the figure.

In addition to comparing with “Baseline 1,” we also com-
pare our method with “Baseline 2,” “Baseline 3” and “Base-
line 4”. As shown in Fig. 5 and Fig. 6, we compare the
energy consumption with different bandwidth and different
UDs transmission tolerance delay, and the “Proposed scheme”
outperforms other baseline schemes. In Fig. 5, we show
that the different methods have different energy consump-
tion with the different system total bandwidth. Appropriately
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Fig. 4. Convergence diagram of different situations.

Fig. 5. Energy consumption of different system total bandwidth.

Fig. 6. Energy consumption of different transmission tolerant delay.

increasing the bandwidth for model parameters uploading can
reduce the energy consumption of UDs. In Fig. 6, we can find
that UDs with longer transmission tolerant delay can generate
less system energy consumption, because the longer the tolerant
delay has, the higher the task completion ratio and the less the
penalty.

In Fig. 7, we verify the usability of the model by different num-
ber of UDs. The total energy consumption of each scheme grows
as the number of UDs increases, because the resource allocated

Fig. 7. Energy consumption of different user devices.

Fig. 8. Energy consumption of different computing density.

to each UD gradually decreasing with the increase of UDs under
the total bandwidth B = 10 MHz. Nevertheless, because of the
efficient resource allocation strategy and the assistance of the DT
network, our scheme still has better performance than the base-
line in more UDs. Specifically, our scheme with the use of the
MBS server with the DT network assists the UDs to train a local
model, thus significantly reduces the local train energy consump-
tion. In addition, our scheme can achieve a flexible resource al-
location to reduce the transmission energy consumption of UDs.
Therefore, compared with “Baseline 1,” “Baseline 2,” “Baseline
3” and “Baseline 4,” our scheme achieves an energy consump-
tion average reduction by 12.44%, 38.51%, 39.36% and 16.48%,
respectively.

As shown in Fig. 8 and Fig. 9, we can see that the total energy
consumption increases with the increase of the computing den-
sity and the data size of the computational task of the UDs. With
the limited resource, excessive computing density or UDs task
data size can cause UDs computing burden and communication
congestion. The energy consumption of each scheme increases
with the increase of the computing density and the data size of
the computational task of the UDs. This is because the resources
of the total system have an upper limit, and the increase of the
computing density and the data size of the computational task
of the UDs can reduce the average acquired resource of UDs,
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Fig. 9. Energy consumption of different user devices task data size.

which affects the final performance. In any case, our method still
shows better performance because of its accurate resource allo-
cation. Specifically, under the total bandwidthB = 10 MHz and
ten UDs, our scheme achieves an energy consumption average
reduction by 13.17%, 32.16%, 34.32% and 6.1%, respectively
in Fig. 8 compared with “Baseline 1,” “Baseline 2,” “Baseline
3” and “Baseline 4”. In addition, compared to the baseline
methods, the average reduction of the energy consumption in
our scheme in Fig. 9 is 11.73%, 32.60%, 35.01% and 23.9%,
respectively.

V. CONCLUSION

In this paper, we first considered a hierarchical FL framework
in a heterogeneous cellular network scenario, and integrated
DT and MEC techniques into the proposed framework. When
the UDs are not in the service range of SBSs, the framework
can achieve macro base stations with the DT network assisting
the UDs local computation to reduce the transmission time
delay. Second, a DDPG-based scheme was proposed to solve
the problem of dynamic UDs-stations association and resource
allocation, thereby minimizing the energy consumption within a
limited delay. Finally, our method obtained better performance
after being compared with the baseline methods.
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